
 
Table 7: Pronunciation Variations of Consonants 

  
 British English American English 

()  
  
  
  
  
  

 
 
Table 7 lists up the pronunciation variations in some of the consonants between British and American English 
(Hosseinzadeh, et al., 2015). One of the most prominent differences is the rhotic /r/. In American English, the letter 
‘r’ is mostly pronounced except the cases in some dialects. However, it is not pronounced in British English when 
it occurs in the coda position. For example, a word, park is pronounced as /park/ in American English while it is 
dropped in British English as in /pak/.  
 

Table 8: Errors on Converting /r/ #1 
 

 To NOAD 
  /r/ 

From 
NODE 

No /r/ 
in Testing Data 

Correct: 441 
Incorrect: 20 

Correct: 191 
Incorrect: 23 

No /r/ 
in Training Data 

None 7,165  

 
 
The process of converting NODE to NOAD has produced 441 correct cases and 20 incorrect cases of not inserting 
/r/ as Table 8 has presented. The conversion is incorrect because the rhotic /r/ in British English has to be realized 
as /r/ in American English, but it failed as in /ˌaftəˈno͞on/ which is meant to be /ˌaftərˈno͞on/. Similarly, 23 errors 
have been detected when /r/ should not be inserted in NOAD since /r/ is neither rhotic nor included in the words 
listed in NODE. 
 

Table 9: Errors on Converting /r/ #2 
 

Entry NODE (IPA) NOAD (NOAD) 
reference 

NOAD (NOAD) 
model 

Description 

yoga ˈjəʊɡə ˈyōɡə ˈyōɡər /r/ insertion error 
sigma ˈsɪɡmə ˈsiɡmə ˈsiɡmər /r/ insertion error 
forerunner ˈfɔːrʌnə ˈfôrˌrənər ˈfôˌrənər /r/ deletion error 

joker ˈdʒəʊkə ˈjōkər ˈjōkə /r/ deletion error 
altogether ɔːltəˈɡɛðə ˌôltəˈɡeT͟Hər ˌôltəˈɡeT͟Hər correct (/r/ insertion) 

benefactor ˈbɛnɪfaktə ˈbenəˌfaktər ˈbenəˌfaktər correct (/r/ insertion) 
 
 
Table 9 displays more examples of the results produced by converting /r/. For example, a word, yoga should be 
converted to /ˈyōɡə/ rather than /ˈyōɡər/ in which the inserted /r/ causes an error. In the training set, there are 7,165 
cases in which British rhotic /r/ is correctly restored in NOAD. Table 8 also presents the correctly converted 
examples such as altogether: the last phoneme /r/ in NOAD has been successfully restored. 
 
 
Another prominent pronunciation variation is mapping /t/ in British English and /d/3 in American English. The 
voiceless alveolar stop, /t/ in British English often pronounced as a voiced alveolar flap in American English 
usually when it occurs in an intervocalic position or the phoneme is represented by a double ‘t’ in its spelling.    

3 This is supposed to be the voiced alveolar flap //, but NOAD uses /d/ to represent it. 
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Table 10: Errors on Converting /t/ #1 

 
 To NOAD 

/t/ /d/ 

From 
NODE 

/t/ 
in Testing Data 

Correct: 213 
Incorrect: 2 

Correct: 55 
Incorrect: 4 

/t/ 
in Training Data 

12,292 3,246 

 
 
As the result is shown in Table 10, the conversion of /t/ has generated only a couple of errors; British /t/ is supposed 
to be realized as /d/, but /t/ is produced instead. Another small number of errors are produced when /t/ is converted 
to /d/ rather than /t/ which is the intended result.     
 

Table 11: Errors on Converting /t/ #2 
 

Entry NODE (IPA) NOAD (NOAD) 
reference 

NOAD (NOAD) 
model 

Description 

prophetess ˌprɒfɪˈtɛs ˈpräfədəs ˈpräfətəs /d/→/t/ error 
ghettoize ˈɡɛtəʊʌɪz ˈɡedōˌīz ˈɡetōˌīz /d/→/t/ error 
aglitter əˈɡlɪtə əˈɡlɪtə əˈɡlɪdə /t/→/d/ error 
footlights ˈfʊtlʌɪts ˈfo͝otˌlīts ˈfo͝odˌlīts /t/→/d/ error 
bottom ˈbɒtəm ˈbädəm ˈbädəm correct (/t/→/d/) 
waiter ˈweɪtə ˈwādər ˈwādər correct (/t/→/d/) 

 
 
Table 11 presents a set of examples in which both correct and incorrect conversion examples are listed. The 
voiceless alveolar stop is trained to be converted to the flap, but it stays in the pronunciation of a word such as 
prophetess of NOAD causing an error. On the other hand, /t/ is converted to /d/ in footlights when it should not.  
 

Table 12: Errors on Converting /t/ #3 
 

 To NOAD 
/t/  

From 
NODE 

/t/ 
in Testing Data 

Correct: 213 
Incorrect: None 

Correct: None 
Incorrect: 1 

/t/ 
in Training Data 

12,292 717 

 
 
Table 12 shows an interesting result of converting /t/. NODE /t/ has been successfully converted to /t/ in NOAD, 
without generating an error. When the British /t/ is converted to null in NOAD, only a single error has produced. 
However, no correct conversion has occurred either.  
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Table 13: Errors on Converting /t/ #4 
 

Entry NODE (IPA) NOAD (NOAD) 
reference 

NOAD (NOAD) 
model 

Description 

antler ˈantlə ˈantlər ˈanlər /t/ deletion error 
costly ˈkɒstli ˈkôslē ˈkôslē correct (/t/ deletion) 
frantic ˈfrantɪk ˈfranik ˈfranik correct (/t/ deletion) 
hunter ˈhʌntə ˈhənər ˈhənər correct (/t/ deletion) 

 
 
More examples are provided in Table 13. It lists the single error on converting /t/ to null as in antler in which /t/ 
is supposed to remain as is. In many other cases, the voiceless alveolar stop in British English becomes silent in 
some American English words as in hunter, which is not an error. This type of examples is included in the training 
data, but no such case has been found in the testing data.  
 

Table 14: Errors on Converting // #1 
 

 To NOAD 
/NG/ /n/ 

From 
NODE 

// 
in Testing Data 

Correct: 11 
Incorrect: 1 

Correct: None 
Incorrect: 1 

// 
in Training Data 

2,028 49 

 
 
The next case is converting the velar nasal stop // in British English to the alveolar nasal /n/ in American English. 
As Table 14 suggests, this is a rather rare case. Although the training data set contains 2,028 correct conversions 
of // to /NG/, only 11 correct conversions are identified. Converting // to /n/ has been trained with 49 conversion 
cases, but no such cases have been found in the testing process. 
 

Table 15: Errors on Converting // #2 
 

Entry NODE (IPA) NOAD (NOAD) 
reference 

NOAD (NOAD) 
model 

Description 

conclave ˈkɒŋkleɪv ˈkänˌklāv ˈkä NGˌklāv /n/→/NG/ error 
congresswoman ˈkɒŋɡrɛsˌwʊmən ˈkäNGɡrəsˌwo͝omən ˈkänɡrəsˌwo͝omən /NG/→/n/ error 
exceedingly ɪkˈsiːdɪŋl ikˈsēdiNGlē ikˈsēdiNGlē correct (/ŋ/→/NG/) 

spanking ˈspaŋkɪŋ ˈspaNGkiNG ˈspaNGkiNG correct (/ŋ/→/NG/) 
concrete ˈkɒŋkriːt ˈkänˌkrēt ˈkänˌkrēt correct (/ŋ/→/n/) 

increase ˈɪŋkriːs inˈkrēs inˈkrēs correct (/ŋ/→/n/) 

 
Table 15 includes a pair of errors where // is incorrectly realized as /NG/ instead of /n/ as in conclave, and as /n/ 
when it is intended for /NG/ as in congresswoman. It also lists several examples of correctly converted // to /NG/ 
such as exceedingly and to /n/ as in increase.   
 

Table 16: Errors on Converting /p/ #1 
 

 To NOAD 
/p/  

From 
NODE 

No /p/ 
in Testing Data 

Correct: None 
Incorrect: 1 

Correct: None 
Incorrect: None 

No /p/ 
in Training Data 

64          None 

 
 
In American English, the voiceless bilabial stop /p/ is mostly pronounced when it appears in its spelling as in 
assumption. However, it is silent in British English. The training data set lists 64 cases of correct conversion in 
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which the silent /p/ of NODE has been restored to /p/. However, the testing set does not include a single case of 
the conversion as shown in Table 16.  
 

Table 17. Error on Converting /p/ #2 
 

Entry NODE (IPA) NOAD (NOAD) 
reference 

NOAD (NOAD) 
model 

Description 

sometime ˈsʌmtʌɪm ˈsəmˌtīm ˈsəmˌptīm /p/ insertion error 
 
Table 17 presents an example of incorrectly converted /p/ as in an entry, sometime. The voiceless bilabial stop is 
inserted in NOAD when it should not.  
 

Table 18. Examples of Converting /p/ in Training Data 
 

Entry NODE (IPA) NOAD (NOAD) 
assumption əˈsʌmʃn     əˈsʌmʃən 

əˈsʌmpʃn    əˈsʌmpʃən 
əˈsəmSHn      əˈsəmSHən 
əˈsəmpSHn     əˈsəmpSHən 

humpback ˈhʌmbak    ˈhʌmpbak ˈhəmpˌbak 
symptom ˈsɪmtəm     ˈsɪmptəm ˈsimtəm         ˈsimptəm 

 
 
Table 18 lists up the cases of correct conversion of /p/ included in the training data. With examining the training 
data, the cause for the error in sometime is detected as shown in Table 17. For example, when an entry has 
pronunciation variations as in assumption, it generated 16 possible cases for the training. Some of the data such as 
/əˈsʌmʃn/ and əˈsəmpSHən/ has causes the error in sometime; even when there is no /p/ in the source data, /p/ is 
inserted in the target data. In other words, the accuracy of the seq2seq model decreases when there are more than 
one training data for an input sequence.  
 
 
Conclusion 
This research has presented automatic conversions of phonetic alphabets for English utilizing a seq2seq model. 
Examining the conversion results helps verifying the differences in pronunciations between British and American 
English. One of the most noticeable distinctions is pronouncing /r/ and /t/ which represent the typical 
pronunciations of the two dialects of English.  
 
A seq2seq model was implemented for this research since it is known for its good performance in successfully 
generating an output sequence whose length is different from that of the input. However, some of the errors suggest 
that the quality of the training data determines the accuracy of the performance. The model has performed well on 
the input which a single output is mapped to, but it requires further adjustment on creating a training data set for 
the cases in which multiple outputs are expected. In other words, high performance can be guaranteed only when 
accurate training data is prepared or a very large volume of data is provided. In the following step of the research, 
the data presented in Table 7 will be analyzed and discussed. In addition, the errors on vowel will be identified for 
further analysis and discussion.    
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